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Abstract. In this paper we introduce a k-anonymous vector space model,
which can be used as an index of a set of confidential documents. This
model allows to index, for example, encrypted data. New documents can
be added or removed while maintaining the k-anonymity property of the
vector space.

1 Introduction

We tackle the problem of storing confidential documents in a cloud computing
scenario, where the server storing the documents is not the owner of the docu-
ments. In such cases, users might like to protect their documents by, for example,
encrypting them. This will ensure that the document remains confidential in the
server. It is not only protected from other users, but also ensures that any intru-
sion performed in the systems or security breach will not lead to the disclosure
of the contents of the document.

At the same time, in some scenarios it will be desirable to provide some form
of index or metadata about the stored documents. The metadata could be used
to perform queries on a given set of documents, but also for other information
retrieval tasks. Ideally these metadata should preserve to some extent the privacy
provided by encrypting the documents.

Instead of relying on a strictly cryptographic solution, in this paper we ex-
plore a novel approach inspired by the application of SDC (Statistical Disclosure
Control) and PPDM (Privacy Preserving Data Mining) techniques to informa-
tion retrieval. Qur approach is to provide public metadata about the encrypted
documents. The metadata must ensure that a minimum degree of privacy and
anonymity is provided about the documents while presenting some useful infor-
mation about them. We have chosen to represent these metadata as a document
vector space model (VSM) [8], which is normally used in information retrieval
systems. In a vector space model, it is common to represent a document as a
vector of terms with an associated frequency-based weight.

In Section 2 we introduce the motivating scenario. Section 3 introduces the k-
anonymous VSM, and its protection is described in Section 4. Finally, Section 5
provides some evaluation results and Section 6 concludes the paper.



2 Scenario description

We contextualize our proposal in a typical cloud computing system or more
precisely as a cloud storage service. We consider a repository of documents, where
each document belongs to a different user. Examples could be a repository of
electronic patient health record, papers submitted to a conference, or a repository
of research project proposals.

We do not deal here with the concrete protocols and processes to imple-
ment the interaction with the user. Intuitively, the user submits an encrypted
document together with the document vector representing the document. The
user (or client software) is free to apply any desired pre-anonymization to the
document vector. Then the server adds the document vector to the VSM. This
process requires, as we will see, the anonymization of such vector. The user can,
on request, delete his document from the server, and its corresponding document
vector is deleted from the VSM.

It is important to note that we consider the server as trusted. That is, the
users trust it to correctly perform the anonymization process. Once a document
vector is anonymized to be included in the VSM, it is deleted by the server. The
fact that the server does not keep the original vectors ensures an additional level
of security in case of an intrusion.

The main objective of our proposal is to anonymize the VSM. Compared to
typical datasets used in SDC and PPDM, the VSM as presented in this work can
be considered a dynamic dataset. We consider that there can be discretionary
insertions and deletions of documents in the server, which has the implications
that document vectors can be added to or removed from the VSM. There are
some proposals dealing with stream data [2,4,6,7,9, 5], which only contemplate
insertions in the dataset. Moreover streaming data assumes that new records
will be inserted in a timely basis, allowing the buffering of new records to be
inserted. The concrete case of dynamic data has scarcely been treated in [16,
15]. We depart from these works to introduce the dynamic anonymization using
microaggregation, and it application to VSM.

3 k-anonymous VSM

In order to maintain the document based anonymity of the VSM, we introduce
the idea of k-anonymous VSM as analogous to classical k-anonymity with respect
to quasi-identifiers in SDC [12,14]. We will introduce the k-anonymous VSM
together with some notation. Given a set of documents D we denote as V (d;)
the vector for document d;, such that V(d;) = (w1,...,wn ), where w;; is
the weight associated to term j in document ¢. The set of document vectors
D = {V(di),...,V(dn)} forms the vector space model (VSM). The weight is
normally taken to be a frequency based metric associated with the term [8].

Definition 1 A VSM D is a k-anonymous VSM if and only if for every docu-
ment vector V(d;) in D there exists at least (k — 1) other document vectors in
D that are indistinguishable from V (d;).



In this paper we deal with dynamic data, and its protection if it is not done
properly can lead to inference.

3.1 Inference on multiple anonymizations of dynamic data

Several works show inference attacks on data with multiple anonymizations,
including streaming data, in terms of I-diversity [2,16]. We do not deal with
confidential attributes, so [-diversity does not apply.

Even so, our VSM data can be vulnerable to inference through intersection of
equivalence classes. This is a common problem in clustering based anonymization
when multiple anonymizations of the same data are released [13,9]. An attacker
can reduce the cardinality for some given quasi-identifier values by intersecting
different equivalence classes that contain some common records, thus, breaking
k-anonymity.

In [13] the authors show that intersection can easily happen in the context
of generalization. The same can be applied to microaggregation. Consider for
instance the generic example from Table 1. For simplicity we will consider a single
numeric attribute in the dataset (age). Note also that the record identifier r; is
given only as a reference to help understand the example, the actual anonymized
dataset (VSM in this case) has only quasi-identifiers, and no other identifiers is
given.

Record|Age| [Record|Age| |[Record|Age

T1 12 71 15 T1 12
T2 12 T2 15 T2 12
T3 21 T3 15 | |rs 27

T4 30 T4 30 T4 27
Ts5 30 Ts5 30 Ts5 27
(a) Original(b) Microag-(c) Microag-

table T' gregated gregated
table T} table 1o
Table 1: Example of intersection in microaggregated tables.

We have an original dataset 7' with two different 2-anonymous microag-
gregated versions 17, and T5. An attacker with knowledge of both tables, and
knowledge of the aggregation applied (in this case the arithmetic mean) can
easily infer information about the record rs. Given the aggregation operator C,
if C(ry,ra,73) =15 in Ty and C(ry,rs) = 12 in Tb, it yields r3 = 21. Depending
on the aggregation operator in use, it might not be so easy to infer the value of
rg and maybe the attacker can only give an estimation or approximate value.

This same problem can arise in the case of dynamic data, so the operations
to insert and remove elements should take it into account.



4 Dynamic microaggregation of VSM

We introduce our anonymization process by defining the insertion and deletion
operations on the VSM. The data are statically anonymized (see[1]), and then
records can be added or removed. The static anonymization through microag-
gregation can be described as a two step process:

— Partition: Define a partition P on the original data D, where each cluster
has at least k elements. This partition tries to ensure a minimum information
loss.

— Aggregation: For each cluster ¢; € P, substitute each element in the cluster

by its cluster representative or centroid. Usually, an aggregation operator C
is used to compute the centroid ¢; = C{V (d;) | V(d;) € ¢;}).

We will use following cosine distance function between document vectors:

Vidi) - V(ds)

d(V(d1),V(da)) =1~ [V (d))[|V (da)] (D

where - is the dot product of the vectors. For the aggregation of the microaggre-
gation step we use a component-wise mean to aggregate vectors:

CUV(d),... V(d)}) = %(Zwi,l, 0> i) @)
=1 =1

Depending on the concrete application other distances and aggregation operators
could be used.

4.1 Simple document vector insertion

Given a k-anonymous VSM D' = {V’(d;), ..., V’(d,)}, which forms a partition
P(D') ={e1,..., ¢y}, we want to insert a new document vector V' (d,.). é; denotes
the centroid of the cluster ¢;. In order to do so we follow the procedure:

1. Find the cluster ¢; € P(D’) such that d(V(ds),é) < d(V(ds),¢;) for all
cj € P(DI)

2. Add the new vector V(d.) to the cluster ¢; by applying the perturbation
V'(d.) = é; to the new vector.

The second step is important in order to prevent inference by intersection.
Computing a new centroid for the cluster will reduce the information loss but
will also lead to inference attacks as the one described in Section 3.1.

4.2 Simple document vector deletion

Given a k-anonymous VSM D' = {V”’(d;), ..., V’(d,)}, which forms a partition
P(D') ={ec1,...,¢y}, we want to remove a document vector V’(d,) € D’. The
deletion has the following steps:



1. Identify the cluster ¢; such that V’(d.) € ¢;, and delete the vector from the
cluster.

2. If |¢;| < K find another cluster ¢; such that d(¢é;, ¢;) < d(é;,¢) for all ¢ € D’
and [ # i # j.

3. Add the vectors of the cluster ¢; to the cluster ¢;. To do so all vectors
V'(d;) € ¢; are perturbed as V' (d;) = ¢;.

Steps 2 and 3 are equivalent to the insertion of elements, no new centroid is
re-computed to avoid inference. There is however an important point to consider
with respect to inference and deletion.

For example, Table 2 shows the deletion of the record rg from the 2-anonymous
table T} resulting into table T5. An attacker knowing both tables T} and T5 will

ecord|Age
R 8% Record Age
T1 10
T1 10
T2 10
T2 10
T3 21
T3 21
T4 21
T4 21
Ts5 30 r 21
T 30 | 2
b) T:
(a) T ( ) 2

Table 2: Example of deletion.

know that one of the records with value 30 has been deleted and the other has
been merged into the cluster of records with value 25. No record can be identified
or distinguished from the rest with probability higher than 1/k. This is true if
the user has no other knowledge from the records other than the quasi-identifiers.

5 Evaluation

To provide an initial evaluation of the perturbation introduced by our pro-
posal we rely mainly in observing the within cluster homogeneity (SSFE). Given
a protected VSM D' = {V’(dy),...,V'(d,)}, with a partition into clusters
P(D') ={c1,..., ¢}, and its respective original VSM D = {V (dy), ...,V (d,)},
where V’/(d;) is the protected version of the vector V(d;), we can compute an

SSE as:
SSE(D)= Y Y &(V(d),é)

CiEP(D/) V(dj)EC,;

where d is the cosine distance. In order to compare sets of documents with
different size, we will divide the SSE by the number of documents in the set to
give a normalized SSE with respect to the number of documents.

We selected 1000 random documents from the R8 subset of the Reuters-
21578 dataset [11], containing a collection of classified Reuters news. Stop-words



are removed from the document as well as terms with two or less letters. Once
the documents are cleaned we apply the Porter stemming algorithm [10], which
considers all words with the same stem as the same word, producing a reduction
in the size of the feature set.
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Fig. 1: Normalized SSE for deletions and insertions on the 5-anonymous dataset.

From the initial set of documents we start by generating a 5-anonymous
version of the set applying the MDAV algorithm [3]. With this set we first ap-
ply consecutive deletion of random elements and then, starting again from the
protected 1000 set, we insert new documents. Figure 1 shows the evolution of
the normalized SSE as elements are deleted or inserted from the 5-anonymous
version of the dataset.

Note that the values are very low because SSE is divided by the number
of elements in each case. The values of SSE for greatest number of insertions
and deletions give an idea of the SSE value for maximum perturbation. So if we
consider a maximum value of 0.3, then values of 0.1 and 0.05 represent approx-
imately and respectively the 33% and 17%.

6 Conclusions

We have introduced the anonymization of a dynamic vector space model based
on microaggregation. The vector space model can be used as the metadata of
encrypted documents in a typical cloud storage service. The VSM is ensured to
be k-anonymous with respect to the documents, and this property is maintained
while documents can be inserted and deleted from the set. We have presented
here an initial work which can be further developed. We plan to explore the
application of other data privacy techniques and the improvement on reducing
the information loss during insertions and deletions.
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