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Abstract
k-Anonymity is one of the most well-known privacy models. Internal and external attacks were discussed for this privacy
model, both focusing on categorical data. These attacks can be seen as attribute disclosure for a particular attribute. Then, p-
sensitivity and p-diversity were proposed as solutions for these privacy models. That is, as a way to avoid attribute disclosure
for this very attribute. In this paper we discuss the case of numerical data, and we show that attribute disclosure can also
take place. For this, we use well-known rules to detect sensitive cells in tabular data protection. Our experiments show that
k-anonymity is not immune to attribute disclosure in this sense. We have analyzed the results of two different algorithms for
achieving k-anonymity. First, MDAV as a way to provide microaggregation and k-anonymity. Second, Mondrian. In fact, to
our surprise, the number of cells detected as sensitive is quite significant, and there are no fundamental differences between
Mondrian andMDAV.We describe the experiments considered, and the results obtained. We define dominance rule compliant
and p%-rule compliant k-anonymity for k-anonymity taking into account attribute disclosure. We conclude with an analysis
and directions for future research.

Keywords Data protection · Masking methods · Reidentification · Attribute disclosure · k-anonymity · Microaggregation

1 Introduction

Masking methods [1, 2] are one of the tools for data protec-
tion when data needs to be shared. So, they are tools for data
sharing or data publishing. They provide a way to avoid dis-
closure while keeping the analytical properties of the data.
That is, the goal is to modify the data so that disclosure does
not take place, and at the same time, the data is still useful
for its use.

There are several methods that have been defined for
this purpose. They include additive and multiplicative noise,
microaggregation [3], rank swapping, generalization. For
each of them there are different variations, some of them
addressing different types of disclosure.
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There are mainly two types of disclosure: identity disclo-
sure and attribute disclosure. Identity disclosure is success-
fully finding someone in a (protected) database. Attribute
disclosure is about increasing the knowledge of a particular
individual on a particular attribute or variable.

Privacy models [2, 4] are computational definitions of pri-
vacy. There are different privacy models depending on the
type of disclosure we want to avoid. Differential privacy [5,
6], privacy for re-identification [7], k-anonymity [8–10], and
some of their variations are the most well-known privacy
models. For data publishing k-anonymity and local differ-
ential privacy are some of the most well-known and used
methods. A database is compliant with k-anonymity when
for each record or individual, there are other k − 1 records
that are indistinguishable for a set of quasi-identifiers. Here,
quasi-identifiers refer to those attributes that intruders may
know. In other words, k-anonymity implies that identity dis-
closure cannot take place and intruders, taking into account
their background knowledge, will retrieve for any individual
k possible records. This is equivalent to say that there are
anonymity sets of cardinality at least k.

Some extensions of k-anonymity were introduced, as
avoiding identity disclosure does not avoid attribute disclo-
sure. In particular, when all k-indistinguishable records share
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the same value for a confidential attribute, any intruder can
infer that this very value is the one of any individual in the
anonymity set. Privacy models were introduced to avoid this
type of disclosure. Among them we find p-sensitivity [11,
12] and l-diversity [13]. All these approaches focuses on
attribute disclosure for categorical data. More particularly,
they focus on the class label and the inferences an intruder
can make based on this information. Up to our knowledge,
no analysis has been done so far about attribute disclosure for
numerical attributes. We consider that this type of disclosure
is also relevant for k-anonymity when data is numerical.

More particularly, in this paper we discuss an attack on
k-anonymity for numerical data based on standard tabular
data protection privacy models [1, 14–16]. Tabular data sum-
maries of data consists of in terms of a few attributes. Tabular
data is typically published by national statistical and eco-
nomic offices. For example, aggregated salaries (or mean
salaries) for each pair (profession, town), or business rev-
enues for each pair (type of business, town). Nevertheless,
the values in a cell (e.g., the pair profession, town) can lead
to disclosure. Several rules have been proposed for detecting
which cells are sensitive. For example, rules check whether
there are contributors that can estimate, using their own fig-
ures, the contribution of others.

These rules for tabular data have never been considered
in the context of microaggregation, while it is clear that the
setting is similar (i.e., groups of clusters and data for certain
variables), and that this would constitute attribute disclosure.
While p-sensitivity and l-diversitywere focusing on attribute
disclosure for categorical attributes, our focus in this paper
is on numerical attributes. In this paper we consider this type
of disclosure and show that this type of disclosure is signifi-
cant for a large range of parameters. In fact, the risk is quite
larger than what we were expecting before doing this analy-
sis. We show the results of disclosure for k-anonymized data
using MDAV (a microaggregation algorithm) and Mondrian
(a well-established method for k-anonymity. As we will see
later, the results are similar for both types of algorithms.

The structure of the paper is as follows. In Sect. 2 we
introduce the MDAV andMondrian methods used to provide
k-anonymized data, we provide some preliminaries about
attribute disclosure, and describe the rules used in tabular
data protection to detect that cells are sensitive. In Sect. 3 we
introduce our methodology and experiments. We conclude
in Sect. 4 with an analysis and directions for future research.

2 Preliminaries

In this section we briefly review two masking methods to
provide k-anonymity. They are microaggregation and Mon-
drian. Then, we review rules used for tabular data to detect
sensitive rules.

2.1 Maskingmethods to provide k-anonymity

Microaggregation [3, 17, 18, 28] is one of the methods used
to provide k-anonymity. It is based on clustering. Given a
database X , the procedure consists of building small clusters
(each with at least k records) and then replacing each of the
records by the cluster center.

As all the records that belong to the same cluster are
replaced by the cluster center, and there are at least k records
in each cluster, k-anonymity is satisfied.

Microaggregation is defined as an optimization problem
with constraints. The objective function is as in k-means.
That is, we consider cluster centers, and records should be
assigned to the nearest cluster center. Constraints are defined
so that each record is assigned to one and only one cluster,
and in addition, each cluster should have at least k records
assigned to it (and at most 2k).

Univariate microaggregation stands for microaggregation
on afilewith a single variable.Multivariatemicroaggregation
when data is in a n-dimensional space with n > 1. Multi-
variate microaggregation is an NP-problem [19]. Because of
that, heuristic methods have been developed. MDAV [3, 20]
is one of such methods and has been extensively used in the
literature. In this work we use MDAV for microaggregation.

Mondrian [21, 25] is another approach to provide k-
anonymity. It provides a way to create a partition of the
original database in a top-down way. Its definition is recur-
sive. A data set with more than 2k records is divided into
two parts, each with approximately the same number of
records. The process is repeated until each part has between
k and 2k − 1 records. Splitting a set X ′ consists of select-
ing an attribute V , a cut point of the domain of V (i.e.,
v0 ∈ Dom(V )) so that we have half records in X ′ smaller
than or equal to v0 and half records in X ′ larger than or equal
to v0. Once these clusters are built, Mondrian describes the
region, or alternatively, we can build the cluster centers of
the data in the cluster. We will use this second approach.

2.2 Attribute disclosure in k-anonymized data

Attribute disclosure in k-anonymized data has been mainly
studied in relation to categorical confidential attributes. In
a common scenario of microdata protection, one distin-
guishes between identifier, quasi-identifier and confidential
attributes. Identifier attributes, which can unambiguously
identify a single record are commonly removed or encrypted.
Quasi-identifiers are attributes that can be linked with exter-
nal information to reidentify a record. Even if a single
quasi-identifier cannot identify an individual, a combina-
tion of different quasi-identifiers might. On the other hand,
confidential attributes are those, which contain sensitive
information on the respondent.
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These definitions are usually made in terms of identity
disclosure, but they also affect attribute disclosure. That is,
a set of quasi-identifiers might not be used to completely
reidentify a respondent but could provide new information
about it.

Whenprotectingmicrodata to produce e.g. a k-anonymous
dataset, it is relatively common, to apply the protection
method to the quasi-identifiers and leave the confiden-
tial attribute/s untouched. This introduces several problems
which have been widely studied in the literature. Most
notably homogeneity and similarity attacks, and skewness
attacks.

The homogeneity or similarity attack, happens when all
confidential attributes are equal, or semantically similar, for
the same anonymity group. This clearly leads to attribute dis-
closure if the attacker can link a respondent to the protected
quasi-identifiers of an anonymity group.

In this scenario several proposals have appeared in the
literature. For example, p-sensitivity [12] requires the num-
ber of sensitive values in an anonymity set to be at least
p. A stronger proposal is l-diversity [13]. It extends this
idea to require l well-represented values in each anonymity
set, where well represented, can be expressed in different
terms. Similarly, t-closeness [26], requires the distribution
of sensitive values within each anonymity set to be sim-
ilar to the overall distribution of sensitive values in the
dataset. Other works build in the same line, e.g. in [22]
the relation between quasi-identifier (masked) and sensitive
(non-masked) attributes is also taken into consideration. All
these proposals are for categorical attributes.

As far as we know, no work has considered the poten-
tial disclosure of aggregated numerical data. Even if all
attributes are masked, that is, there is no unmasked confiden-
tial attributes we believe there might be attribute disclosure
to some extent. This is specially relevant tomaskingmethods
that rely in numeric aggregation to provide privacy, but can
also be considered for methods that rely in generalization.
The main idea is that each contribution to the aggregated (or
generalized) value can gain some information when knowing
this aggregated value, depending on the concrete contributed
value.

This is related to what some authors denote as internal
attack, where one of the correspondents of the protected data
can gain knowledge of other correspondents by observing
the protected data. Moreover the attacker could craft special
data values to increase the attribute disclosure.

2.3 Sensitive rules in tabular data

Tabular data publishing consists of releasing aggregates of
data built in terms of a few variables. Given a database X , for
each combination of values of r variables, either the count

(i.e., the number of records in X with such combination) or
the aggregate of another variable in X is provided.

Let us consider that for a given cell we have t contribu-
tors which provide the values c1, . . . , ct . Then, tabular data
protection provides several rules to determine that a cell
is sensitive. We review them here (see e.g. [1, 14, 16] for
details).

The rule (nr , rr )-dominance determines that the cell is
sensitive when n contributors represent more than the r frac-
tion of the total. If we consider the values ci ordered in
decreasing order, cσ(1) ≥ cσ(2) ≥ · · · ≥ cσ(t), this rule
will detect a cell as sensitive when

∑nr
i=1 cσ(i)

∑t
i=1 ci

> rr . (1)

The rule p% is stated as follows. A cell is sensitive when
an intruder can estimate the contributor within p percent,
taking into account the released table. It can be proven that
the best estimation is the one of the second largest contributor
(i.e., the one which contributes with cσ(2)) on the largest one.
Then a cell is sensitive when

t∑

i=3

cσ(i) < pcσ(1). (2)

In this expression we use p as a value in [0,1] instead of a
percentage.

For the dominance rule, parameters of (1, 0.6) as well as
parameterizations with nr = 2 and with rr > 0.6 have been
considered in the literature. For the rule p%, a parameter
larger than 60% has also been considered in the literature.
Moreover, Hundepool et al [1] recommend the use of p′ =
(1−rr )/rr (and p% = 100p′) as providing a risk assessment
similar to the (2, rr ) rule. E.g., for nr = 2 and rr = 0.6, we
would have p = 66%. We are using this parameterization
in our experiments. Note that this expression is monotonic
decreasing with respect to rr . This is illustrated in Fig. 1.

3 Methodology and experiments

Aswe have explained in the introduction, our goal is to assess
attribute disclosure for a k-anonymous file using the rules
for tabular data to detect sensitive cells. As we have seen
in the previous section, a sensitive cell is one in which a
contributor can make a good guess of the values of one or
more contributors. This corresponds, using the terminology
used in the attacks on k-anonymity, an internal attack.

In order to make our attack and experiments clear, we
will introduce the following notation. We denote the original
file by X and the k-anonymous masked file X ′. Then, X ′ =
ρ(X) for a masking method ρ. Both files X and X ′ consist
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Fig. 1 Relationship between p and rr which provides a risk assessment
for the rule p% similar to the one of (2, rr )-dominance rule

of m records and n variables. That is, each x ∈ X is a n-
dimensional vector. We consider numerical data. So, x is in
R
n .
Then, a k-anonymous file consists of nc clusters each of

them with at least k records and at most 2k records. Note
that most algorithms provide nc = �m/k� clusters for m the
number of records of the file. As there are nc clusters and
each cluster is described in terms of n attributes, this means
that we have nc · n cells. I.e., each cell is defined for a pair
cluster, attribute.

Then, given a cell, using the notation above, we have the
contributions c1, . . . , ct assigned to the cell. In other words,
we have t records assigned to cluster j ∈ {1, . . . , nc} and
the values of these t records for the attribute v ∈ {1, . . . , n}
are these values c1, . . . , ct . Naturally, t ≥ k and usually t <

2k. Then, the value that represents this cell is (1/t)
∑t

i=1 ci ,
which, when t is known, is equivalent to knowing

∑t
i=1 ci .

3.1 Methodology

For a given data set X ′ with n attributes that consists of nc
clusters generated using a k-anonymity procedure, we have
nt = nc ·n cells to consider. Given the parameters (nr , rr ) for
the (nr , rr )-dominance rule and the parameter p%for the rule
p%we can count the number of sensitive cells. This number
of sensitive cells is denoted by nnr ,rr and n p, respectively.
We will use this number of sensitive cells (absolute number
of sensitive cells) but also the proportion with respect to the
total number of cells. The latter corresponds to nnr ,rr /nt and
n p/nt . We consider this proportion as the total number of
cells nt can change significantly when we consider different
number of clusters and attributes.

Table 1 Data files used in the experiments, together with the number
of records and attributes considered. The categorical class in the Iris
data set was translated to a numerical attribute in our research

File name n. attributes n. records

Concrete 9 1030

Abalone 9 4177

f1080 13 1079

Iris 5 150

Ionosphere 35 351

Adult 6 48,842

We have considered two alternative methods ρ to generate
X ′ from X . They are microaggregation using MDAV and
Mondrian. We have used our own implementations for these
algorithms.

3.2 Parameters and files

We have considered different parameters for k (minimal
number of records in a cluster), (nr , rr ) parameters for the
(nr , rr )-dominance rule, p% for the rule p%. We have con-
sidered a large number of different values of k from 1 to 125.
More particularly, we have considered k = {1, 2, 3, 4, 5, 6,
7, 8, 9, 10, 11, 12, 13, 14, 15, 20, 21, 22, 23, 24, 25, 30, 40,
50, 75, 100, 125}. We have considered (nr , rr ) with values
of nr = 1, 2 and rr equal to 0.6, 0.7, and 0.8. With respect
to p%, we have considered p = 60%, 66%, 70%.

In addition, we have considered different data files which
consists of different number of records and attributes. In par-
ticular, with respect to data files, we have considered the
following six data sets: concrete, abalone, 1080, iris, iono-
sphere, and adult. All of them except 1080 are available at the
UCI repository [23]. 1080 data set has been used previously
in the data privacy literature and is available in R package
sdcMicro [20]. Description of these files in terms of the num-
ber of numerical attributes and the number of records can be
found in Table 1.

All experiments were done in Python in a regular laptop.
We have implemented our own versions of MDAV andMon-
drian. Code will be available in [27].

3.3 Experiments

We have considered different parameterizations to observe
their effects on the number of cells sensible.

For our surprise, the first observation from our initial
experiments using MDAV and a single file X was that the
number of cells that are sensible is very high when k is rela-
tively small. A value of k equal to 5, which is considered by
some as a good value in k-anonymity, poses a significant risk
when the number of variables is as few as 9. For illustration
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Table 2 Number of sensible
cells for abalone and iris data
set, when data is masked with
MDAV and different
parameters k

Abalone Iris

Dominance rule Rule p% n. cells Dominance rule Rule p% n. cells

1 750 0 750 37,591 0 37,593

2 375 375 375 18,791 18,782 18,792

3 250 13 250 12,519 909 12,528

4 10 0 185 473 10 9396

5 4 1 150 44 6 7515

6 1 0 125 6 5 6264

7 1 1 105 5 5 5364

8 0 0 90 5 4 4698

9 0 0 80 5 4 4176

Fig. 2 Attribute disclosure risk for concrete, abalone, 1080, iris, and
ionosphere data sets. Microaggregation using MDAV with k={1, 2, 3,
4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 20, 21, 22, 23, 24, 25, 30, 40, 50,
75, 100, 125}. Risk using (n, r)-dominance rule with (1, 0.6) (left) and

rule p% (right) with p = 66.6%, both absolute counts of cells (top) and
normalized by the number of all cells (bottom). In the figure, r1 to r6
correspond to concrete, abalone, 1080, iris, ionosphere, and adult data
sets
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Fig. 3 Attribute disclosure risk for concrete, adult data set comparing (n = 1, r = 0.6)-dominance rule (r1) and (n = 2, r = 0.6)-dominance rule
(r2)—on the left—and rule p%=60% (r1) and p%=66% (r2)—on the right, both absolute counts of cells (top) and normalized by the number of all
cells (bottom)

of these findings, we include in Table 2 the number of sensi-
tive cells using (nr , rr ) = (1, 0.6) in the dominance rule and
p% = 60% for the rule p% for the iris data set (5 attributes)
and for the abalone data set (9 attributes), for different values
of k.

This initial observation triggered the extensive analysis
of a large number of parameters k and considering data sets
with different number of variables. In addition, while the
original data set was masked using MDAV, we then consid-
ered Mondrian as a completely different approach to also
provide k-anonymity. We show later that the results of using
Mondrian are comparable to those using MDAV.

First, we illustrate in Fig. 2, the results related to risk for
the six data sets considered, using different parameters k and
(nr , rr ) = (1, 0.6) and p = 66.6% for the sensitive rules.
We provide both absolute counts and relative counts. We can
observe in the figures that, in general, the larger the k the
smaller the risk, both in absolute terms and relative terms.

Expression 1 given above shows that the dominance
rule will increase the number of sensitive cells when nr is
increased. Similarly, the number of cells decreases, when rr
increases. Similarly, Expression 2 shows that increasing p
will increase the number of cells detected as sensitive. We
can observe this relationship in Fig. 3 for the adult data set.

We have also considered how the number of variables
influence the number of sensitive cells. For this, we have
considered some of the data files above with some of the
parameterizations for the sensitive rules. Then, we have
applied these same parameters to the ni first variables in the
file. We have considered all cases from 1 to the number of
variables in the file. We have considered the two rules above.
We observe that (naturally) the larger the number of vari-
ables considered, the larger the number of sensitive cells (as
there are more cells to consider). Besides of that, this rela-
tionship also appears (although not so clearly stated) when
we consider the relative number of sensitive cells. Figure4

123



Attribute disclosure risk for k-anonymity...

Fig. 4 Attribute disclosure risk for 1080 (top) and concrete (bot-
tom) for (n = 1, r = 0.6)-dominance rule (left) and p%=66% rule
(right).Number of cells normalized by the total number of cells. r1 to

r9 and r1 to r13 correspond to the number of attributes considered. r1
corresponds to 1 attribute, r2 to 2 attributes, etc

illustrates the relative proportion of sensitive cells for both
1080 (top) and concrete (bottom) data sets. We include the
results for both dominance (left) and p% rule (right). We use
here an y scale of [0,0.2] to better visualize the results.

As we have explained above, we have considered two
approaches for achieving k-anonymity: microaggregation
using MDAV and Mondrian. We have observed that, in gen-
eral, for the different data sets and parameterizations, the
results are quite similar. In Fig. 5 we provide the results for
two of the data sets (abalone and ionosphere) for which we
have found not so similar results. For these data sets, Mon-
drian seems to behave a little bit better with respect to the
attribute disclosure risk.

4 Analysis and conclusions

The literature has discussed attribute disclosure for k-
anonymity when data is categorical. Some privacy models as
p-diversity and l-diversitywere introduced to formally define
the associated privacy risk. No previous work has considered
the potential disclosure of aggregated data. In this paper we
have shown that k-anonymity for numerical variables can
also lead to attribute disclosure. We have proposed to use the
tools provided for tabular data protection for this purpose.
We have shown that the (nr , rr )-dominance rule and the rule
p% permits to assess this type of risk, and determine when a
numerical microaggregated file satisfies an appropriate pri-
vacy requirement.

It was completely unexpected to us that the number of
cells detected as unsafe was so large. Note that the basic
idea in microaggregation is that records assigned to a cluster
are similar, and, thus, one would expect that such values
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Fig. 5 Attribute disclosure risk for abalone (top) and ionosphere (bottom) for (n = 1, r = 0.6)-dominance rule (left) and p%=66% rule (right).
Number of cells normalized by the total number of cells. r1 corresponds to the results with MDAV and r2 to the results using Mondrian

are, thus, also similar. Similar values do not imply any risk.
Observe that when ci = c j for all i ∈ {1, . . . , t} then the
cell is absolutely safe. This unexpected results triggered our
experiments. That is, considering different data sets and two
algorithms.

More particularly, we have analyzed k-anonymity pro-
vided by two different approaches: microaggregation with
MDAV and Mondrian. The first one is based on clustering,
and the second one builds a partition using a greedy algo-
rithm. We have shown that both approaches lead to similar
results and we cannot state that one is better than the other
with respect to attribute disclosure, as defined here. As most
k-anonymity methods follow one of these two approaches,
we do not expect them to perform in an absolutely different
way.

Our analysis is based on the results of six data files of
different sizes. The results on these six data files are consis-
tent. We have observed the effects of the parameters used in
microaggregation in the risk analysis. We have seen that the

larger the k, the smaller the risk. This is an expected result,
as cells with small number of contributors are sensitive.

The analysis also shows that the larger the number of
attributes, the largest the risk in terms of number of cell that
are sensitive. This is a natural consequence of the curse of
dimensionality in clustering. It is known that the larger the
number of variables the larger the distance between pairs of
points. This naturally implies that for any variable we will
find in a cluster an element that is far away from the others.
This implies that the contribution to the mean of this cluster
will be an important percentage of the total.

We consider that users and implementers of k-anonymity
need to be aware of this type of risk. We think that it is
also useful to give names for k-anonymity when attribute
disclosure in the above sense does not take place. We call
them dominance rule compliant k-anonymity, and p%-rule
compliant k-anonymity.

Thisworkhas open some researchdirections. In particular,
about providingways to achieve k-anonymity so that attribute
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disclosure does not takes place. We consider the following
approaches to avoid this risk.
• Use larger k. We have shown that, in general, the larger
the k the lower the risk. A k equal to 5 seems to be too low
to avoid this type of risk. In this case, for a large num-
ber (and a large proportion) of cells, there are dominant
contributors. Note that k = 5 is one of the recommended
values. A rule of thumb is to use k = 8 or k = 10, which
seems to bemuch safer. This would provide safer data but
unless the number of sensitive cells is zero, some attribute
disclosure risk will still be present in the published file.

• Remove sensitive cells. In tabular data, suppression is
one of the standard approaches for sensitive cells. This
approach can be useful here. Suppressed cells also leak
information (i.e., that there was a contributor with a sig-
nificant share). Therefore, secondary suppressionmay be
required to avoid this type of attacks and the correspond-
ing disclosure. Tabular data also considers secondary
suppression. In our case, this approach would correspond
to suppress a safe cell for each unsafe one. In this way,
we would provide dominance rule compliant or p%-rule
compliant k-anonymity.

• Dynamic k-anonymity. Compute the risk of each cell
when clusters are formed, and increase the size of the
cluster to reduce the risk, or remove records that cause
the cell to be marked as sensitive.

• Revise the formal definitionofmicroaggregation.Microag-
gregation is formalized as an optimization problem with
constraints. The objective function is that clusters are as
similar as possible as the cluster center. The constraints
include that the number of records in each cluster iswithin
k and 2k. This problem can be reformulated to take into
account attribute disclosure risk, but also that clusters
need to have some pre-established diversity.

The last two items are directions for future research.
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